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At the most fundamental level, intermolecular forces (e.g., van der Waals,
electrostatic, solvation, steric) control interactions between biological
molecules and mineral surfaces. These are forces with magnitudes of
piconewtons to nanonewtons, which operate in a space that is on the order of
nanometers. We have used force microscopy to quantitatively probe forces,
energies, and distances between crystal surfaces and living microbial cells
or biological molecules in their native state. The systems we have studied
include those involving: Escherichia coli, Shewanella oneidensis, side-
rophores, muscovite, goethite, and/or diaspore, in aqueous solutions of
varying composition. Direct force measurements at the organic–
inorganic interface have been interpreted with theoretical models
describing interfacial forces, adhesion, and molecular dynamic calcu-
lations. A new perspective on bacterium–mineral interactions is
emerging from these studies. We have discovered a world that operates
under a very different set of principles than macroscopic bodies. A world
where the intermolecular force, rather than gravitational attraction, is
the preeminent force controlling the evolution of processes at the
bacterium–mineral interface. q 2004 Academic Press.

I. INTRODUCTION — FORCES IN NATURE

The bacterium–mineral interface is ubiquitous near the surface of the Earth.

As many as 97% of the ,1030 prokaryotes on Earth live in close proximity to

minerals in soil, marine, and terrestrial subsurface environments (Whitman et al.,

1998). As we will show in this manuscript, the fundamental forces at this interface

are very small, seemingly insignificant. This review will provide evidence that

forces on the order of nanonewtons (1029 N) to piconewtons (10212 N) dominate

the properties/processes at bacterium–mineral and biomolecule–mineral inter-

faces. For comparison, there is ,0.2 nN of gravitational attraction between a

person (50 kg) and the paper (5 g) upon which these words are written. Despite

their small magnitude, these forces are at the heart of all interactions between

biologically produced polymers and mineral surfaces in nature.

It is now well established that there are four fundamental forces in nature: the

strong and weak nuclear forces, the gravitational interaction, and electromagnetic

forces, which are the source of all intermolecular forces (Israelachvili, 1992).

Because the first two (i.e., nuclear forces) have a range of action that is less than

1025 nm (Israelachvili, 1992), we need not consider these for interactions

between biological molecules, microbial cells, and/or mineral surfaces. The

question then becomes, under what conditions do gravitational forces or

electromagnetic forces (more specifically, intermolecular forces) dominate

bacteria–mineral or biomolecule–mineral interactions?
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In nature, living organisms exist in communities that are in contact with one

another, in contact with mineral surfaces, and they are also in contact with the

surface of the Earth (i.e., the upper crust). For simplicity, let us define a particular

species of organism as a spherical particle (having a density of water) with a

unique size or radius. Each species may interact with one another and/or the

Earth. In both instances, there is a force of gravitational attraction at each

interface. Figure 1 reveals that the gravitational attraction is much greater

between the Earth and a particle of a given size (e.g., ,4 £ 1025 N for a 1 mm

particle) relative to the gravitational attraction between two particles of the same

given size (e.g., ,3 £ 10216 N between two 1 mm particles). Also shown on this

figure is a theoretical prediction for another type of attractive force, the so-called

van der Waals force. This intermolecular force was determined using Eq. (1) (see

below) to describe the attraction between two similar objects of equal size in

contact with one another. For example, two identical 1 mm (radius) particles are

Figure 1 Log–log plot of the theoretical forces describing (1) gravitational attraction between a

particle and the Earth (solid “Earth-particle” line), (2) gravitational attraction between two particles of

the same size (dashed “particle-particle” line), and (3) van der Waals attraction between two particles

of the same size (dashed “vdw” lines). In all instances the particles are assumed to be in “contact” with

the Earth (for 1) or another particle (for 2 and 3). For gravitational attraction, mass was determined by

assuming each particle was a solid homogeneous sphere with a density of 1 g cm23, and contact was

defined as the radius of the Earth (~6.4 £ 106 m radius; “Earth-particle” interaction) or the sum of the

radii of two interacting particles (“particle-particle” interaction). The shaded region outlines the

boundaries of the expected van der Waals force using values for Hamaker constant of 10220 to

10221 J, which is appropriate for biological and inorganic phases (Israelachvili, 1992; Leckband and

Israelachvili, 2001; Vigeant et al., 2002), and defining “contact” as an effective separation between

particles of ~0.2 (for one hydration layer) to 2 nm, according to Israelachvili (1992) and Leckband and

Israelachvili (2001). Only the magnitudes of the forces are shown. By convention, attractive forces

(shown here) are negative. For reference, the three diamond symbols represent gravitational forces

between the Earth (~1024 kg) and each of three bodies (from left to right): a bacterium (10215 kg), a

human (50 kg), or the moon (1022 kg).
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expected to have an attractive, adhesion force at contact (due solely to the van

der Waals force) equal to ,3 £ 1025 N (Hamaker constant ¼ 10220 J; effective

separation ¼ 0.165 nm, i.e., the “universal” cut-off separation, Israelachvili,

1992). This force magnitude is approximately the same as the gravitational force

between the Earth’s surface and one of these 1 mm particles. While it is

debatable whether the van der Waals force applies in the same manner to both a

particle of the size of an atom and an object of the size of the moon, the

predictions shown in Fig. 1 for objects smaller than ,1 cm are in agreement

with others (e.g., Israelachvili, 1992). Consequently, the force of gravity may

dominate the interactions between macroscopic bodies (e.g., plants and animals),

but intermolecular forces (e.g., van der Waals and others, see below) are the

prevailing forces with which microscopic bacteria must contend. This is

particularly true when one considers that the van der Waals force is significantly

weaker and shorter range than other intermolecular forces, such as electrostatic

and hydrophobic interactions as discussed below.

II. FUNDAMENTAL FORCES AT THE INTERFACE
OF BIOLOGICAL PARTICLES AND

INORGANIC SURFACES

“All intermolecular forces are essentially electrostatic in origin” (page 11,

Israelachvili, 1992). In theory, classical electrostatics could be used to calculate

intermolecular forces if one could determine the spatial distribution of the

electron cloud by solving the Schrödinger equation (Israelachvili, 1992).

Unfortunately this is challenging for even simple atomic interactions in vacuum,

never mind molecular or organism scale interactions between different functional

groups on bacteria and minerals in water. For this reason, it is useful to classify

four types of intermolecular forces that are expected to dominate the bacterium–

mineral and biomolecule–mineral interfaces. These include the van der Waals

force, electrostatic forces, solvation interactions, and steric or entropic forces

(Israelachvili and McGuiggan, 1988). The reader is referred to a number of

excellent reviews on these types of forces (e.g., Israelachvili and McGuiggan,

1988; Butt et al., 1995; Leckband and Israelachvili, 2001). This review will touch

on all four types of intermolecular forces, although the van der Waals and

electrostatic forces will be explored in more detail.

A. THE VAN DER WAALS FORCE

The van der Waals force, like the force of gravity, acts between all particles

(Israelachvili, 1992). It is quantum mechanical in origin and arises because of
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the time dependent fluctuations in the electric dipole moment of a particle as it

comes into contact with other particles nearby. Even nonpolar particles, which

have a time averaged dipole moment of zero, have instantaneous dipoles due to

the movement of electrons relative to protons in a nucleus. Dipoles generate an

electric field that polarizes adjacent particles and gives rise to an instantaneous

force between neighboring particles. Two terms describe the van der Waals force:

the first polarization potential, which represents the energy necessary to ionize an

atom (i.e., a dipole moment due to interactions between electrons and protons

within a single particle); and the so-called dispersion term, which describes the

dipole induced interactions between two or more atoms (Israelachvili, 1992).

Because the dispersion term dominates the van der Waals force, it is sometimes

referred to as (London) dispersion forces (Butt et al., 1995).

The van der Waals force has an inverse power law dependence on the

separation between two particles. For atoms and small molecules the van der

Waals force is ,D 27, where D is the separation distance between particles. It

can be attractive or repulsive (e.g., it is always attractive between two similar

particles immersed in a third liquid) and is described in terms of the Hamaker

constant (Ha), which depends upon the refractive indices and dielectric constants

of the interacting particles and intervening media (see Israelachvili, 1992).

Hamaker constants are in the order of 10220 to 10221 J, for biological cells or

molecules interacting with themselves or minerals across an aqueous solution

(Ducker et al., 1991; Butt et al., 1995; Ong et al., 1999; Bhattacharjee et al.,

2000; Leckband and Israelachvili, 2001; Vigeant et al., 2002).

For simple geometries, the forces between atoms or molecules can be assumed

to be additive (Israelachvili, 1992; Butt et al., 1995) such that equations can be

derived for larger particles (e.g., organic and inorganic surfaces). Two commonly

encountered geometric configurations include interactions between two spheres

or a sphere and a flat surface, both of which are given by Israelachvili (1992),

Butt et al. (1995) and Leckband and Israelachvili (2001):

FðDÞ ¼
2HaRx

6D2
ð1Þ

where Ha is the Hamaker constant (J), D is the separation distance (m) between

the two spheres or a sphere and a plane, and Rx (m) equals the radius of the sphere

for the sphere–plane configuration, or it is equal to (R1R2/(R1þR2)) for the

interaction between two spheres of radius R1 and R2. A positive Hamaker

constant indicates attraction (negative force sign).

B. THE ELECTROSTATIC FORCE

The electrostatic force arises through a variety of mechanisms leading to the

development of surface charge (e.g., see Sposito, 1989). Water, which has a high
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dielectric constant, causes the dissociation of surface functional groups. These

functional groups display protonation/deprotonation reactions that are dependent

upon pH. For example, in water, silanol groups on a silica surface undergo the

following reaction: .Si OH ¼ .Si O2 þ Hþ. Similar acid–base reactions take

place on carboxylic groups, amine groups, and other reactive moieties on

biological molecules and inorganic surfaces. Hence, many inorganic and

biological surfaces develop a charge that is dependent upon pH. Other factors

such as the adsorption of charged ions and presence of permanent structural charge

(e.g., for clays) are additional contributors to surface charge. The overall charge on

a surface is balanced by the dissolved counterions in solution, which are attracted

to the surface by its electric field and dispersed such that they (i.e., the counterions)

increase entropy (Butt et al., 1995). This creates the so-called electric double-layer

around surfaces immersed in aqueous solution (Stumm, 1992). When two charged

surfaces approach one another, the electric double-layers are perturbed resulting

in an electrostatic interaction. This interaction may be attractive (if surfaces are of

opposite charge) or repulsive (if surfaces are similarly charged).

The electrostatic force varies exponentially with the distance between

particles. It depends strongly upon the surface charge densities of the interacting

particles and the ionic strength of the intervening solution. Similar to the van der

Waals force (see above) equations can be derived to describe the electrostatic

force for various geometric configurations. The model for electrostatic forces

between two spheres or a sphere and flat surface is (Butt et al., 1995; Muller and

Engel, 1997; Leckband and Israelachvili, 2001):

FðDÞ ¼
4ps1s2Rx

110k
e2kD ð2Þ

wheres is the surface charge density (C m22) of particles 1 and 2, 1 is the dielectric

constant of water (78.54 at 298 K), 10 is the permittivity of free space

(8.854 £ 10212 C2 J21 m21), Rx and D are defined as above. The Debye length

(1/k) describes the thickness of the diffuse double-layer of counterions that

surrounds charged particles in solution. The Debye length depends upon the

valence and concentration (c, mol L21) of the electrolyte. For monovalent electro-

lytes (e.g., NaCl) at a temperature of 298 K, the Debye length (in nm) ¼ 0.304/

(c)1/2; for 1:2 or 2:1 electrolytes (e.g., CaCl2) it is 0.174/(c)1/2; for 2:2 electrolytes it

is 0.152/(c)1/2 (Muller and Engel, 1997). In many instances, it is easier to determine

a particle’s surface potential as opposed to surface charge. The Graham equation

can be used to relate these two parameters according to (Stumm, 1992),

s ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
8RT110c £ 103

q
£ sinh

zcF

2RT

� �
ð3Þ

where R is the gas constant (8.314 J mol21 K21), T is the temperature (K), z is

the valence of ions in solution, c is the surface potential (V), and F is the

Faraday constant (96,490 C mol21). A potential measured across an interface
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contains contributions from at least two layers, the so-called Stern layer and the

“diffuse” layer (see Stumm, 1992). Techniques such as streaming potential and

electrophoresis are commonly used to determine a particle’s zeta potential,

which is used as a proxy for surface potential. However, the zeta potential

probably represents only the “diffuse” double-layer, which is lower than the true

surface potential (Stumm, 1992). Leckband and Israelachvili (2001) describe

the differences for surfaces that are assumed to have a constant surface charge

versus those that are assumed to have a constant surface potential. Interactions

at constant surface charge are expected to occur when surface ionizable groups

are fully dissociated and remain as such for all separations (D). This may be true

when the pH of a solution is much greater than the pK value(s) of a particular

protonation/deprotonation reaction(s). In instances where surface functional

groups are not fully ionized but in equilibrium with solution ions, interactions at

constant potential are expected to occur. In this latter case, as two surfaces come

together (i.e., very small D) the intervening concentration of solution ions

increases locally such that some solution ions bind to the surface thereby

reducing that surface’s density of charged sites (Leckband and Israelachvili,

2001). For many instances, this distinction influences the interaction only at

small separations where these two conditions define the boundaries of the

expected electrostatic force.

C. THE SOLVATION FORCE

The origin, theory, and force–distance relationships of the remaining two

force classes — solvation and steric — are indefinite compared to the forces

discussed above. Much work remains to be done before solvation and steric

forces can be appreciated to the same extent as the van der Waals and

electrostatic forces. However, it is well established that the models developed

for the van der Waals and electrostatic forces, which treat the intervening

solution as a continuum, break down when two particles or surfaces are within a

few nanometers (Butt et al., 1995; Leckband and Israelachvili, 2001). At such

close separations, solvation forces may dominate because the solvent (e.g., water)

takes on a more ordered structure. Steric forces may also come into play for

surfaces with polymers (e.g., biological cells or particles). Our discussion of

solvation and steric forces will be more qualitative however, because general

force laws (such as those described above) are relatively sparse for these latter

two force classes.

Solvation forces (also called hydration or structural forces when the solvent is

water) seem to be the result of interactions of solvent molecules with themselves

(e.g., in a confined space between two surfaces) or interactions between solvent

molecules and a surface (e.g., the orientation of water molecules at the interface

of a strongly hydrophilic surface). As two surfaces approach one another the
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intervening liquid ceases to behave as a structureless media resulting in a force

that can be attractive, repulsive, or oscillatory (Butt et al., 1995). These forces

can be further subdivided into those that result from solvent–solvent, solvent–

surface, and surface–surface interactions (Israelachvili and McGuiggan, 1988).

For two rigid crystalline surfaces at short-range (,2 nm for water), water

molecules interact with themselves such that they take on a semi-discrete

layering or structure, which causes the “structural” forces between the interacting

surfaces to oscillate between attraction and repulsion with a periodicity equal to

the molecular dimension of water (Leckband and Israelachvili, 2001). Between

surfaces with polymers, water cannot form well-defined layers because

headgroups on lipids, for example, are “rough” on the scale of a water molecule

(Israelachvili, 1992), and macromolecules in surfaces are thermally mobile

(Beveridge, 1999). Consequently, any repulsion is smeared out and takes on a

monotonic component (Israelachvili, 1992). For strongly hydrophilic surfaces in

aqueous solution, there is a strong solvent–surface interaction that leads to the

formation of hydration shells. These ordered water molecules within the “shell”

generate an electric field that impinges upon another surface as two particles

approach to within a few nanometers of one another (Israelachvili and

McGuiggan, 1988). For example, water molecules may associate with two,

adjacent hydrophillic surfaces such that the water’s hydrogens are oriented

towards each surface (attracted via hydrogen bonds) and the water oxygens are

exposed to the solution. This confers a negative character (from the lone pairs of

the water’s oxygens) to each surface, thereby generating a repulsive force.

Conversely, the dipoles may complement one another forming an attractive force

if water molecules are staggered on the two surfaces. This hydration force may

extend outwards more than the oscillatory force discussed previously (Leckband

and Israelachvili, 2001). Finally, for nonpolar surfaces that cannot bind to water

molecules — the so-called hydrophobic surfaces (defined as those surfaces

having a contact angle of 75–1158 with water) — there is often a strong

attractive force that extends to separations of tens of nanometers or greater

(Leckband and Israelachvili, 2001). Hydrophobic forces can be significantly

greater than the van der Waals force and may play an important role in

interactions involving hydrophobic molecules and/or surfaces (Israelachvili and

McGuiggan, 1988; Israelachvili, 1992).

D. THE STERIC FORCE AND BRIDGING POLYMERS

The steric force affects surfaces that have flexible polymers extending out into

solution (e.g., polysaccharides on biological cells). As two surfaces approach

one another, the polymer chains become confined such that they are not free to

move at random. This entropic confinement results in a repulsive force whose

length scale is approximately equal to the radius of gyration of the polymer
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(Butt et al., 1995), where the radius of gyration is proportional to the number of

monomer segments raised to some power between 0.33 (for poor solvents) and

0.6 (for good solvents) (Leckband and Israelachvili, 2001). Approximations

derived for the interaction between two flat surfaces reveal that this force depends

on the surface coverage of the polymer and may take an exponential form

(Israelachvili, 1992; Leckband and Israelachvili, 2001). At close separation, the

magnitude of the steric force can be similar to that of the electrostatic force

(Leckband and Israelachvili, 2001).

In some instances, surface-bound polymers may form an attractive interaction

at close separation as the polymer forms a “bridge” between two particles or

surfaces (Leckband and Israelachvili, 2001). The resulting adhesive bond may be

very long range (i.e., extend well beyond the radius of gyration of the polymer)

and resist separation when the surfaces are pulled apart (Jeppesen et al., 2001).

While there is no general description for attractive bridging forces by polymers,

the linkage of surfaces via a polymeric tether has been described by the so-called

freely jointed chain (see e.g., Leckband and Israelachvili, 2001), or worm-like

chain models (see e.g., Flory, 1989; Bustamante et al., 1994). In the case of the

latter, the polymer is viewed as an elastic element and the force (F) needed to

stretch the tethered polymer to a length x is:

FðxÞ ¼ ðkBT=bÞ½0:25ð1 2 x=LÞ22 2 0:25 þ x=L� ð4Þ

where kB is the Boltzmann’s constant, T is the temperature, b is the persistence

length (i.e., length of the stiff segment or monomer of the chain), and L is the

contour length (i.e., length of the completely stretched chain).

Polymer bridging is a phenomenon that crosses between the disciplines of

colloidal science — which has historically tended to investigate intermolecular

forces that dominate the interface between two rigid surfaces that are

approaching one another — and adhesion science — which is interested in

describing the contact between two surfaces and the forces necessary to pull them

apart. While attractive intermolecular and intersurface forces (i.e., the four force

classes discussed above) are responsible for adhesion events, real particles (e.g.,

bacteria and minerals) that make contact will also adhere to one another due to

elastic or fluid-like deformation, which is an intrinsic and natural part of contact.

There is a wealth of information on adhesion processes and theories including the

Johnson–Kendall–Roberts (Johnson et al., 1971) and Derjaguin–Muller–

Toporov (Derjaguin et al., 1975) theories, which relate the force required to

pull two surfaces apart (i.e., the “pull off” force) to the surface energy, surface

tension, or work of adhesion. Suffice it to say that surface energy (or tension or

work) is determined from intermolecular forces between surfaces. For particles or

surfaces that are incapable of forming hydrogen bonding (e.g., nonmetallic

compounds), the surface energy can be related directly to the van der Waals

force, where surface tension <Ha/2.1 £ 10221 (Israelachvili, 1992). The surface
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energies of more polar surfaces, which tend to be larger, are dependent upon van

der Waals interactions, as well as an additional electrostatic-like term that relates

surface energy to Lewis acid/base reactions (van Oss, 1993).

These four forces — van der Waals, electrostatic, solvation (hydration and

hydrophobic), and steric — operate concurrently at the interfaces between

microorganisms, biological molecules, and/or mineral surfaces (see Table 1).

In some instances, one force may dominate at all separations. In other

instances, there is a delicate balance such that each force dominates at its own

length scale. These four force classes are often invoked to describe interactions

as two surfaces approach one another. Two particles that are pulled apart may

experience the same sign, magnitude, and range of forces that existed upon

approach. However, there is often a notable hysteresis between the forces

measured upon approach versus those that are observed upon retraction for

soft biological particles and surfaces. This is due to the formation of adhesive

bonds (e.g., see discussion of polymer bridges and adhesion, above) once

contact has been established between surfaces. This review will provide

examples that illustrate the various forces and force models discussed above as

they pertain to interactions between biological and inorganic particles. Further,

we will discuss the differences between those forces measured as surfaces

Table I

Summary of Physical Forces of Interaction Between Particles and/or Surfacesp

Type of interaction Description

van der Waals Force between all particles due to

polarization; usually attractive; short-range

Electrostatic Force between charged particles; attractive (for particles of

opposite sign) or repulsive (for particles of similar sign);

depends upon ionic strength of solution; short to

long range

Solvation Structural or hydration forces are typically repulsive

due to sorbed water layers; short-range

Hydrophobic force is attractive between nonpolar

surfaces; short to long range

Steric Typically a short-range, repulsive force associated

with polymers; may be longer range, attractive

force for “bridging” polymers.

pThis review has followed the force characterization of Israelachvili (1988). Other force classes,

such as hydrogen bonding or thermal fluctuations, may dominate when two particles or surfaces are

very close. However, these other classes can often be described as a subset of electrostatic (for

hydrogen bonding) or steric (for thermal fluctuations) interactions, according to Leckband and

Israelachvili (2001). So-called specific interactions (e.g., ligand–receptor interactions) are typically a

result of unique combinations of these four “non-specific” physical forces (Israelachvili, 1992).
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come together relative to surfaces that are pulled apart. As a final point to this

section, it should be noted that a force of interaction is related to energy (E)

according to F ¼ 2dE/dD.

III. FORCE CURVE THEORY AND COLLECTING
FORCE DATA

Force measurements attempt to capture interactions representing the

electrostatic interplay between single molecules and atoms that are bound to a

solid surface or exist as components of a solvated environment. Given the

extraordinarily small dimensional (nanometer to angstrom) scale over which they

operate, many challenges exist in capturing molecular level forces. This section

reviews how force microscopy (or atomic force microscopy, AFM; also know as

scanning probe microscopy) addresses these challenges, describes its operation

and assesses how accurately the interactions are captured. Highlighted are some

of the basic assumptions associated with force microscopy, while noting some of

its advantages and limitations.

An AFM force probe consists of a tip attached to a flexible cantilever, which is

modeled mechanically as a single harmonic oscillator. Forces exerted on the tip

are registered as a spring-like deflection in the cantilever, which may be recorded

with various detection systems, including electron tunneling (Binnig et al., 1986),

interferomotery (Erlandsson et al., 1988; Rugar et al., 1989) and capacitance

(Goddenhenrich et al., 1990). The following summarizes an optical lever

collection system (Meyer and Amer, 1990) that is most commonly found in

commercially available AFMs, including the widely used Veeco/Digital

Instrument system. Here the deflection is typically recorded as a change in

voltage resulting from the displacement of a laser spot that is reflected off the top

of the cantilever and into a photodiode. Voltage (V) is translated into cantilever

deflection (nm) using a detector sensitivity value (V nm21) that is equal to the

slope of the line when the tip and sample are in contact (see region of contact in

Fig. 2). Provided the sample stiffness is significantly higher than the cantilever

(which is the case when probing mineral surfaces), there should be a 1:1

correlation between piezo movement and cantilever deflection once the (V to nm)

conversion is made. Small deviations from an absolute slope equal to one may be

an indication of detector drift, and can be corrected by dividing the deflection

values by the slope (H. Skulason, personal communication). A slope less than one

may also be an indication of a sample compliance that is less than the cantilever

(which may be the case when making measurements on a cell), in which case

alternative sensitivity determinations, such as the photodiode shift voltage

method may be employed (D’Costa and Hoh, 1995; Lower et al., 2001b).
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Hooke’s law, F ¼ 2ksd, then allows conversion of cantilever deflection, d,

into force, F, using the spring constant of the cantilever, ks. Note that sign

convention dictates that negative forces reflect attractive interactions and positive

forces are repulsive.

A. FORCE – DISTANCE CURVES, CAPTURING A POTENTIAL

FORCE VERSUS SEPARATION PLOT

Figure 2 shows a typical plot of force versus piezo movement. Note the x-axis

represents relative piezo movement or an indexing of a sample’s position relative

to the cantilever (tip). It does not reflect tip-sample separation (discussed below).

Three main components of the plot are identified: the regions of no contact,

interaction and contact. Several sub-features are contained within each region

including oscillations, subtle slope changes, linear and non-linear extensions,

jumps to and from contact (Ducker et al., 1992; Cappella and Dietler, 1999;

Gergely et al., 2001), which, in addition to providing reference points to register

the force curve to an origin (discussed below), contain valuable information on

the interaction between the tip and the surface, the nature of the intervening

solution, tribology, adhesion, and elastic properties of the system.

Figure 2 A typical force versus piezo movement plot showing three general regions — contact,

interaction, and no contact. For clarity a single trace is shown (e.g. an approach curve); however, force

plots with both approach and retraction traces are also common. In the region of no contact the tip and

sample are separated at distances large enough that no interaction occurs. Hysteresis between the

approach and retraction curve in the region of no contact may be a function of solution viscosity, or

inelastic deformation of the cantilever. As the piezo advances the sample closer, the tip begins to

“feel” the surface. In the example plot we see an initial repulsion followed by an attraction recorded as

a sharp jump to contact that generates a minimum in the curve. Once in contact, the slope trace is

typically constant as the cantilever is moving with the piezo. Information from this region may be used

to determine detector sensitivity or elastic properties of the sample or tip.
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The focus is now turned to the region of interaction, which is of primary

interest when studying intermolecular forces at cell or biomolecule–mineral

interfaces. Here a wealth of information on the charge character of a mineral

surface or biomolecule; the nature and contour length of a polymer extending

from a bacterium; DLVO forces (see below) and Debye lengths associated with a

colloidal particle or cell; and the energy landscape and activation barriers of a

bond are found. But first, to draw both qualitative and quantitative conclusions

from forces of interaction, it is imperative to have an understanding of the

mechanical constraints of what is recorded in this region using force microscopy

using an AFM. To illustrate this we show a simple, short-range interaction

potential for atomic scale particles (note, Part II concentrated mainly on larger

particles and/or surfaces) described by the Lennard–Jones equation:

EðDÞ ¼ 2A=D6 þ B=D12 ð5Þ

Energy, E, has an inverse power law dependence on distance, D, with the 21/D 6

term representing the attractive component of the van der Waals force. The

absolute value of this term is maximized at a distance De where the fluctuations in

charge density coincide to result in a potential well. At separations less than De, the

potential rises rapidly with distance, 1/D 12, as the interaction is repulsive in nature

due to electronic overlap and nuclear interaction (Israelachvili, 1992; Cygan,

2001). Force microscopy (or AFM), however, does not record energy values

directly, but instead measures force. To compare the Lennard–Jones potential

with an AFM data set, we take its derivative, such that graphing the relationship

dE=dD ¼ FðDÞ ¼ 26A=D7 þ 12B=D13 ð6Þ

produces a theoretical force–separation distance curve similar to the one in Fig. 3a.

To further facilitate comparison with the theoretical curve, an origin is defined for

the force microscopy data set as follows. A force equal to zero can be defined as the

average force value within the region of no contact, while the point at which the tip

and sample come into (for approach) and out (for retraction) of contact can be

defined as the zero point on the x-axis. Determining the point of contact is clear

when a distinct attractive or adhesive component (e.g., a jump to contact) is

present, but ambiguous when such features are absent. In the latter case, the

intersection between the slope of the region of no contact and constant compliance

can be used as a guide (Cappella and Dietler, 1999). In a final important step, the x-

axis in the force microscopy data set is adjusted to reflect tip sample separation

instead of piezo movement, by adding the cantilever deflection values to the piezo

movement distances (Ducker et al., 1992; Butt et al., 1995). Here the selection of

the sign convention for the forces becomes intuitive. Addition of positive repulsive

deflections to the piezo movement results in larger tip-sample separation, while

adding negative attractive deflections result in a decrease in the separation. Unlike

the Lennard–Jones curve, note that the values in Fig. 3b, left of the point of contact
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are essentially meaningless in terms of interaction force because the tip and sample

are in direct contact. The end result is a force versus tip-sample separation plot with

a region of interaction that can be compared to the theoretical curve (see Fig. 3a

and b; also see Section V, below).

Two main differences exist between the force microscopy data and the

potential: (1) the slope of the attractive component of each curve, and (2) the

hysteresis that exists between the approach and retraction forces in the force

microscopy plot. With the force microscope, it is not uncommon to record

Figure 3 (a) Differentiated Lennard–Jones potential provided as an example interaction to be

captured with force microscopy or AFM. During AFM operation the forces associated with the

potential are recorded as deflections in the cantilever. If the force gradient (tangent to the solid trace)

exceeds the spring constant, ks, the cantilever becomes mechanically unstable and will jump along a

slope equal to kg (dashed line). (b) Force–tip sample separation curve showing jumps to and from

contact along slope ¼ kg. Unlike Figure 2, the x-axis represents separation distance between the tip

and the sample. Here, both the approach (open circles) and the retraction (closed circles) traces are

shown. Note that the hysteresis between the two traces is absent in the Lennard–Jones curve where the

solid line represents both approach and retraction forces. Points to the left of zero separation (i.e.,

lowest most point on the approach or retraction curves) represent movement of the piezo while the tip

and sample are in contact. (c) Increasing the spring constant (e.g., using a stiffer cantilever) from ksA to

ksB will capture more of the potential (region A2–B2), however force resolution is lost and smaller

magnitude forces will go undetected.
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an attractive force as a characteristic jump to contact on approach. These “jumps”

represent mechanical instability in the cantilever due to a force gradient that

exceeds its spring constant, ks. Clearly, interaction information is lost as the

cantilever encounters a force gradient (tangent to the theoretical curve) at point

A1 that is greater than its stiffness and consequently jumps to point A2 along a

slope equal to ksA (see Fig. 3c). More of the attractive potential can be sampled

with a stiffer cantilever (e.g., ksB), however, force resolution is lost, and the

region along the theoretical curve between B2 and A1/B1 remains unsampled. A

similar situation may be encountered upon retraction, which, in part, contributes

to the hysteresis observed in the force data. Specifically, cantilevers with smaller

spring constants generate larger amounts of hysteresis. However, hysteresis

between approach and retraction curves is also due to the formation of adhesive

bonds once surfaces are in contact. This is common for soft samples such as

biological cells (see below). For some investigations excessive hysteresis is

undesirable and several techniques have been developed to reduce it thereby

recovering the “lost” information (i.e., region A2–B2). These methods employ

an opposing force that is external to the system in an attempt to increase the

effective stiffness of the cantilever, while retaining force resolution. Electrostatic

force (Joyce and Houston, 1991), magnetic feedback (Jarvis et al., 1996;

Yamamoto et al., 1997; Jarvis et al., 1998; Ashby et al., 2000) and radiation

pressure from a laser (Aoki et al., 1997; Tokunaga et al., 1997) have all been used

to supply the steadying force to the cantilever.

B. HYSTERESIS

Certainly other sources besides the instability of the cantilever contribute to

approach–retraction hysteresis. In the theoretical Lennard–Jones relationship

given as a potential example, no adhesive reaction between the tip and sample is

modeled and the retraction curve retraces the approach curve (Fig. 3a). However,

this is not an appropriate model for soft biological cells, which have biopolymers,

designed over millions of years of evolutionary selection, for the express purpose

of adhesion. When making force microscopy measurements, the tip comes into

contact with the surface allowing for reaction and deformation between the two.

The bonds and coordinations that result can then be explored and characterized

using the associated adhesion forces and approach-retraction hysteresis

(Burnham et al., 1990; Cappella et al., 1997). In some systems, the number of

bonds that form (and, thus the level of hysteresis) is correlated with the amount of

pressure that is applied on the sample by the tip (Weisenhorn et al., 1992).

Specifically, increased pressure leads to sample and tip deformation resulting in

increased contact area (Israelachvili, 1992; Cappella et al., 1997), and in the case

of functionalized tips (e.g., those coated with self-assembling organic monolayers),

a possible rearrangement of functional groups terminating the monolayer.
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Both phenomena facilitate additional bonding, larger hysteresis and higher

adhesion values, as documented by several workers (Weisenhorn et al., 1992;

Hutter and Bechhoefer, 1993; Toikka et al., 1996; Ashby et al., 2000). Therefore,

the amount of indentation must be carefully documented to facilitate the

comparison of adhesion data from one study to another. One way of controlling

the amount of indentation using commercially available AFMs is by adjusting the

scan start position, setpoint or the trigger settings. Varying these parameters can

be especially useful when probing many biological systems, where pressure and/

or contact time may be a natural mechanism of inducing adhesion (e.g., see

Leckband and Israelachvili, 2001; Lower et al., 2001a).

C. TIP SHAPE

Tip shape is a critical AFM parameter that can dictate the force values and

contact geometry between the sample and force probe (Hartmann, 1991; Butt

et al., 1995). Constraining this value is essential if experimental force traces are

going to be compared theoretical models such as “DLVO” (see Section V below).

Yet, tip shape can be difficult to determine, in part due to the surface roughness,

irregularities and asperities that are associated with traditional silicon or silicon

nitride tips (Cappella et al., 1997). Moreover, tip shape can change over time as

continued use promotes wear (Cappella et al., 1997). Solutions to this problem

include careful, periodic characterization of the tip with electron microscopy,

better constraint of tip geometry by attaching a spherical colloidal probe

(Ducker et al., 1991; Butt et al., 1995), or, as described in more recent work, by

attaching a carbon nanotube (Wong et al., 1998a; Hafner et al., 1999; Cheung

et al., 2000).

D. SPRING CONSTANT DETERMINATION

If a quantitative analysis of absolute force values is desired, determination of

the spring constant (ks) is critical and nominal values provided by the

manufacturer generally cannot be relied upon (Lower et al., 2001b). Many

factors affect the spring constant including primary characteristics such as

cantilever dimensions, geometry and substrate material; as well as, additional

modifications common in force spectroscopy such as gold coating, the addition of

organic monolayers, the attachment of colloidal spheres or cells, and even ion

adsorption (Sader et al., 1995; Craig and Neto, 2001; Cherian and Thundat,

2002). As a result, a large body of literature detailing several methods of directly

determining ks exists. A procedure commonly used because of its simplicity,

non-destructive nature, and applicability to common cantilever geometries

(e.g., V-shaped, rectangular) is provided by Cleveland et al. (1993). This method

T. A. KENDALL AND S. K. LOWER16



derives the spring constant by measuring changes in the cantilever’s resonance

frequency after small masses (e.g. W microspheres) are loaded onto the end of the

tip. The Cleveland method is further optimized when corrected for errors

introduced by off-end loading of the mass (Sader et al., 1995). More recent

methods measure hydrodynamic drag of the cantilever through a fluid of known

viscosity to determine ks for bare rectangular cantilevers (Sader, 1998; Sader

et al., 1999; Maeda and Senden, 2000). This concept has also been applied to

determine ks for cantilevers activated with a colloidal probe (i.e., a silica or

polystyrene microsphere) (Craig and Neto, 2001). In the latter method, it is useful

to directly measure ks for a cantilever with an attached sphere because it accounts

for changes in the spring constant due to the shifts in the point of load associated

with the position of the colloid sphere and the change in the stiffness associated

with the adhesive used for microsphere attachment. Other methods measure ks

using thermal oscillations and the equipartition theorem (Hutter and Bechhoefer,

1993; Butt and Jaschke, 1995), a finite element analysis of the static deflection of

a cantilever for which the Young’s modulus is known (Sader and White, 1993);

unloaded resonant frequency of a cantilever of known mass (which is commonly

not the case) (Sader et al., 1995), radiation pressure from an acoustic transducer

(Degertekin et al., 2001); microscopic and macroscopic reference cantilevers of

known stiffness (Rabinovich and Yoon, 1994; Torii et al., 1996; Jericho, 2002);

and the change in resonant frequency due to gold coating (Gibson et al., 2001).

E. ARTIFACTS IN FORCE MEASUREMENTS

Several artifacts can arise during force measurements with the AFM. The

inverse path effect represented as an upward, hysteretic shift in the retraction

trace in the region of contact arises from nonlinearities of the piezoelectric

actuator that positions the sample (or tip) (Cappella et al., 1997; Cappella and

Dietler, 1999; Heinz and Hoh, 1999). A shift in the contact portion of the

retraction trace such that it is parallel with the extension trace reflects friction as

the tip plows or slides along the surface (Heinz and Hoh, 1999). A sinusoidal

oscillation in the region of no contact may also be present, representing the

interference of stray laser light bouncing off the sample and interfering with the

laser light reflected off the top of the cantilever (Weisenhorn et al., 1992;

Cappella et al., 1997). This oscillation can be distinguished from other artifacts,

such as noise due to mechanical vibrations, because its wavelength should

roughly be equal to ,l/2n, where l is the wavelength of the laser source and n is

the index of refraction of the fluid between the tip and sample (Weisenhorn et al.,

1992; Craig and Neto, 2001). Thermal oscillation in the region of contact can be

recognized by deflection fluctuations whose standard deviation is roughly equal

to (kskBT)0.5; ks, the spring constant; kB, Boltzmann’s constant and T, temperature

(Gergely et al., 2001). Operational artifacts may include a large slope that is
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present in the region of no contact, common when making measurements in a

fluid cell. The origin of this slope is unclear but can often be remedied by

eliminating air bubbles in the system or insuring a flat, even orientation of the

gasket used to seal the system. Large plateaus at the extremities of both traces

often represent a saturation of the detector, requiring an adjustment of the scale of

the plot, the deflection limit of the detector or the starting position of the scan.

F. DATA PROCESSING AND STATISTICS

With standard AFMs, the one-click ease with which a single force curve is

collected allows hundreds of curves to be recorded at a sample point in only a few

minutes. Considering the fact that a typical curve can contain 2048 data points, a

single experiment can produce an enormous volume of data. Further, the

variability between force curves collected at a single location can often be quite

high. This raises several questions regarding data processing and interpretation

that are often neglected. What is the most efficient way to process these data?

What is the minimum number of curves necessary to characterize each sample

point or a particular interaction? What level of error and variability is associated

with the force measurements? How is force data distributed about its mean? What

measurable parameters or features of a force curve are the most important in

characterizing the interactions (e.g., adhesion force)? What is the best way to

identify trends or correlations in these parameters? Clearly, answering these

questions requires statistical techniques, tests and models that determine

appropriate, significant average values of force curve parameters and facilitate

the identification of meaningful force curve features.

This process begins by collecting summary statistics for each data set,

including calculation of means, standard deviations, error values (e.g. confidence

limits) and by plotting histograms for multiple parameters derived from the

curves, including adhesion force and distance of jump to contact. When

comparing parameters from the curves, statistical tests (e.g. ANOVA, t-tests;

correlative tests) may be performed using a standard statistical and data

processing package (e.g., Igo Pro, Wavemetrics, Inc.). Simple regression models

may also be employed to determine important variables that contribute to the

shape of a force curve. To this end, a routine has been written (Kendall and

Hochella, 2003) that rapidly processes force curve data to produce plots of force

versus piezo movement and force versus tip sample separation using the

procedures discussed above. Automated parameter determination, statistical

calculations, whole force curve averaging, autocorrelation calculations (for

identifying quantized force values) and histogram generation are incorporated in

this customized routine written using Igor Pro’s internal programming

environment. The simple parameter extraction module quickly and consistently

identifies features and selects the values using basic, objective criteria such as
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maxima thresholds in the differentiated force data and tolerance limits for specific

changes in slope (see Fig. 4).

G. ADVANCED ALGORITHMS

These criteria are appropriate when the bond ruptures and snaps to contact are

large and/or distinct. However, other more advanced algorithms (Baumgartner

et al., 2000; Kasas et al., 2000; Gergely et al., 2001) are required when features are

small, numerous, less distinct (e.g., multiple ligand–receptor interactions) and/or

have the potential to be masked by vibrational and thermal noise. For example

Kasas et al. (2000) employ a fuzzy logic algorithm that enables automated

discrimination of specific, significant adhesions in a retraction curve that might

otherwise be overlooked. The routine assigns a grade to each potential rupture

event, ranking it somewhere between non-specific (0) and specific (1). Assignment

of the grade relies on a priori knowledge of the interaction event morphology, and

uses criteria such as the angle between the jump and the background trace, or

whether or not the jump is U-shaped or V-shaped. This means that the procedure

is operationally defined and first has to be “taught” what the features of interest

look like in order to calibrate it to the system/features being studied.

Gergely et al. (2001) present an algorithm that identifies ruptures based on a

comparison of the minima with neighboring peaks. Selection is controlled by

adjusting an appropriate noise level, m, such that the difference between a feature

and its nearest neighbors must be greater than 2m times the standard deviation of

the force values. Additional smoothing of the force curve is also achieved by

fitting a second order polynomial to a designated amount, p, of consecutive

points. Using this routine, forces measured between human fibrinogen interacting

with a silica surface were processed. By monitoring histograms of inter-rupture

distances selected with successively more rigorous (higher) m values, the authors

were able to detect a significant peak at 20–25 nm, a value that corresponds

nicely to the known spacing between two domains in the protein.

H. RELATING BOND CHEMISTRY AND ENERGIES

TO FORCE MEASUREMENTS

Force microscopy measurements intuitively have the potential to describe

energies, E(D), associated with an interaction at a small separation, D, by

integrating force over distance, E(D) ¼
R

F dD. As discussed above, however,

differences in spring constants can produce variable hysteresis and, therefore, can

lead to drastically different energy values. Without fine control of the effective

spring constant, it is difficult to accurately capture a potential in a quantitative

fashion, which is critical for single molecular work. Moreover, if reaction occurs
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upon contact (and provided single interactions can be identified in the force

spectra); simple prediction of bond/interaction energies based on rupture forces is

non-trivial. Specifically, it might be postulated that the maximum gradient in the

potential, [dE/dD ]max, is equal to the adhesion or rupture force from the

retraction trace; however, in a seminar paper, Evans and Ritchie (1997) showed

that such a simple correlation is not valid for single molecule interactions, and

more sophisticated theory is required for quantitative comment on the absolute

energetics of a bond using force data.

Before continuing, it must be noted that these findings do not preclude valuable

quantitative and qualitative comparison of force measurements and bond ruptures

to energy parameters. Indeed, early force experiments with various ligand

receptors (e.g., biotin, iminobiotin, avidin, streptavidin combinations) revealed a

correlation between the rupture forces and enthalpy values associated with each

complex (Moy et al., 1994a). This information together with the lack of

correlation between the rupture forces and total free energy suggested the

unbinding was adiabatic and that any entropic contributions to the system (e.g.,

solvation forces) occurred outside of the binding pocket, and were not recorded

with the AFM. Other studies followed, relating thermodynamic parameters to

interaction forces (Chilkoti et al., 1995), as well as many force experiments that

employed “elementary” or averaged rupture forces to compare two or more

systems in a relative fashion (Florin et al., 1994; Frisbie et al., 1994; Dammer

et al., 1996; Noy et al., 1997; Ito et al., 1999; Schmitt et al., 2000; Fiorini et al.,

2001; Lower et al., 2001a; Kreller et al., 2002; Kendall and Hochella, 2003;). The

true value of these studies is their relative quantitative and qualitative comparisons

of force data. These characterize the nature of forces at an interface, demonstrate

surface and molecule recognition, and define relative affinity between two

molecules or between a molecule and a surface. However, Evans demonstrated

that these rupture forces, as absolute values, represent one point in a continuum of

bond strengths (Merkel et al., 1999); and that the detachment force recorded with

the AFM (and other force measuring techniques) is not a singular fundamental

Figure 4 Screen shot of one module (Sensitivity Tweaks) in the force curve processing routine

AFM 4.4 written in Igor Pro, 4.04, WaveMetrics, Inc. (Kendall and Hochella, 2003; some of the base

code was provided by H. Skulason). It is designed primarily for handling force data produced Digital

Instrument’s Nanoscope IIIa MultiMode system. The Sensitivity Tweaks module is designed to

rapidly review and assess how well the normalizaiton routine automatically registers and normalizes

force data to an origin. The normalization procedure includes the identification of a baseline in the

region of no contact, calculating the detector sensitivity from the region of constant compliance and

detecting when the tip and the sample are in contact. The latter is determined using peaks in the

differentiated force wave that are selected based on threshold/sensitivity settings shown in the panel in

the lower right. If initial normalization is unsatisfactory, these settings may be optimized and an auto-

normalization may be run again; or features can be identified manually.
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property of the molecular interaction being probed (Evans and Ritchie, 1997;

Evans, 1998; Merkel et al., 1999). Instead, apparent bond strength as estimated by

rupture force is a function of the loading rate (Evans and Ritchie, 1997).

This relationship represents a refinement of a model proposed by Bell (1978)

that predicts an exponential amplification of dissociation kinetics in the presence

of an external force (Merkel et al., 1999). Dissociation of relatively weak

associations can be conceptualized as a particle moving out of a potential well

(bond), over single (simple interaction) or multiple (complex interaction)

activation barriers representing transition states (Fig. 5). Under a zero force

condition the particle will migrate out of the well, through the transition states,

and ultimately to complete dissociation on a time scale that is dictated by thermal

agitation (kBT). A constant external force on the bond, however, expedites the

thermally mediated kinetics and decreases the lifetime of the bond by lowering

the activation barriers in the energy landscape along a projection that is

proportional to the amount of force (Fig. 5) (Evans and Ritchie, 1997). Under a

dynamic load (e.g. a retracting cantilever) where the force, F, increases over time,

t, as loading rate, Rf ¼ dF/dt ¼ ksvc (ks is the spring constant of the system and vc

is the velocity of the cantilever), inner activation barriers are revealed as outer

activation barriers are progressively lowered by the accumulating force. This

Figure 5 The effect of an external force on the energy landscape of a bond. (Modified from

Evans and Ritchie, 1997; Merkel et al., 1999). The minimum of the traces represents a bond or

potential well found along a reaction coordinate, x. Two activation barriers (local maxima) exist

representing transition states that a system must go through during dissociation of the bond. External

force, F, is represented as a mechanical potential, 2(F cos q)x oriented at an angle u to the reaction

coordinate. Increasing force lowers outer activation barriers to reveal the inner maxima. Eventually all

barriers are lowered allowing free diffusion from the initial minimum/bond (Evans and Ritchie, 1997).
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phenomenon leads to an intriguing positive correlation between the rupture force,

Fr, and loge(Rf), that is best conceptualized in terms of thermally mediated nature

of the bond rupture kinetics. At small loading rates, activation barriers are

lowered at a rate slow enough for thermal contributions from the medium to be

effective in helping the molecule diffuse out of the well and over the barrier

before higher forces are reached (Gergely et al., 2002). Thus, with an effective

thermal contribution, a lower rupture force is recorded at the time of dissociation.

Under large loading rates (e.g., those typical of many AFM experiments),

activation barriers are lowered fast enough such that dissociation proceeds with

minimal thermal contribution, resulting in a higher rupture force (Gergely et al.,

2002). At ultrafast loading rates on the time scale typical of molecular dynamic

(MD) simulations (1012 s), the entire bonding potential is compromised quick

enough that only frictional drag is recorded as the molecule traverses a

completely “stretched” and coarsened energy landscape (Evans and Ritchie,

1997). Here, loading rates commonly exceed the time scale of unencumbered,

diffusive passage of a molecule from its bonded state, leaving the complex

kinetically trapped as force continues to rise. This was observed during molecular

dynamic simulations of the biotin–streptavidin complex (Grubmuller et al.,

1996). For the biotin system, the time for diffusive passage, tD (e.g., the lifetime

of the bond) is estimated to be 500 ps under a constant force of 280 pN (Evans

and Ritchie, 1997). All activation barriers are lowered at this force such that the

initial minimum (e.g., the original potential well representing the bond) is

exposed allowing direct diffusion out of the well. However, the ultrafast

molecular dynamic simulation loading rate (1.3 £ 1012 pN s21) exceeds 280 pN/

tD, therefore, leaving the complex kinetically trapped in the bound state as rupture

force rises well above 280 pN (Evans and Ritchie, 1997).

With these observations and extensive theory development, Evans recognized

that measurements of rupture forces over a large range of loading rates effectively

probes the lifetime of the interaction under different levels of force while

mapping out energy barrier position and heights in a technique now known as

dynamic force spectroscopy (Evans, 1998). A dynamic force spectra is

constructed by plotting the most probable rupture force of a single interaction,

Fr, versus loge[Rf], where Rf values span several orders of magnitude. Regions of

constant slope defined as fb ¼ kBT/xb represent activation barriers at a distance

of xb from the potential well. Barrier heights Eb can be derived from the intercept

of the slopes at zero force defined as (Evans and Ritchie, 1997):

logeðR
o
f Þ ¼ 2Eb=kBT þ logeð fb=tDÞ ð7Þ

where, again tD is the time of diffusive passage, and thus 1/tD represents an

attempt frequency. The attempt frequency is generally not known, but can be

estimated from the damping phenomenon (Evans, 1998). Activation barrier

positions derived from experimental dynamic force spectra of the biotin–avidin
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interaction compared well with barriers predicted by molecular dynamic

simulations (Evans and Ritchie, 1997; Izrailev et al., 1997), further emphasizing

the value of coupling force measurements with computer simulations. However,

it must be noted that bridging the gap between the orders of magnitude in the

loading rate of experimental systems versus loading rates used in computer

simulations is not straightforward and extrapolation of calculated rupture forces

to experimentally determined forces must be done with caution (Grubmuller

et al., 1996; Izrailev et al., 1997; Wong et al., 1999). While this was attempted by

Grubmuller (1996), Izrailev (1997) and Evans (1997, 1998) indicate that the real

value of molecular dynamic simulations, in this context, is their potential to

provide clues as to which structural determinants of the interactions contribute to

the activation barriers, thereby providing a qualitative mechanism to account for

dynamic force spectra features. For example, Izrailev et al. (1997) used a

collection of molecular dynamic simulation packages to demonstrate a ground

state avidin–biotin complex that was stabilized by hydrogen bonds between the

biotin head group and polar amino acids (e.g., Tyr33) within the binding pocket.

With the application of an external force, two intermediate states stabilized

by H-bonds with amino acids at different positions in and near the pocket

(e.g., Ser16 and Arg114) are revealed as the ligand is removed — an observation

that was consistent with dynamic force spectroscopy experiments.

Lo et al. (2002) also used a variation of the Bell model to explore the

relationship between rupture force and ambient temperature in the biotin–avidin

system. The experiments were conducted on an AFM with a constant,

millisecond time scale loading rate that was slow enough, compared to the

nano to picosecond time scale of molecular dynamic simulations, to neglect any

frictional energy loss due to viscous drag. The slow loading rates also allowed the

key assumption that thermal equilibrium is achieved at any moment during the

unbinding process. This validated the use of a Maxwell–Boltzmann energy

distribution to describe the thermal energy being supplied to the complex. The

end result is a relationship (Lo et al., 2002):

F2
i ¼ 2DECkbond 2 2kBTkbondloge

tR

tD

� �
ð8Þ

that can be fitted to an experimental AFM data set of adhesion forces (Fi), to

derive bond stiffness (kbond), and critical binding energy (DEC). Both the derived

values reflect a summation of the different types of forces that make up the

biotin–avidin interaction (e.g., H-bonds, van der Waals and polar interactions).

Other variables include thermal energy (kBT), and the ratio of the rupture time

(tR, determined from the AFM data) and time required for the ligand to diffuse

out of the binding pocket (tD, estimated independently). Critical binding energy,

DEC, may be related to a dissociation energy (De) by defining a potential to

describe the interaction — in this case a Morse potential was used. Their De

value based on force measurements, 28.4 kcal mol21, compared favorably with
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the enthalpy change of the dissociation determined by independent means

(DH ¼ 23.4 kcal/mol) (Swamy, 1995; Lo et al., 2002). Moreover, the enthalpy

value was combined with bond stiffness in additional calculations to determine a

critical displacement magnitude (0.1 nm) that was close to inner barrier position,

xb, value determined with dynamic force spectroscopy (xb ¼ 0.12 nm).

Both temperature dependent and load dependent dynamic force spectroscopy

rely on force measurements of the interaction of a single ligand–receptor pair.

This is accomplished by reducing the density of the sites that are present and

available for bonding (similar to protocols outlined by Florin et al. (1994), Rief

et al. (1997a, b), Marszalek et al. (1998) and Grandbois et al. (1999)), such that 1

in 7–10 touches results in attachment (Evans, 1998). Governed by Poisson

statistics (Evans and Ipsen, 1991; Williams et al., 1996), 90–95% of the

attachments are predicted to be single bonds. In addition to the biotin–avidin

linkage, Poisson distributions are common in force measurements associated with

several other systems (Han et al., 1995; Williams et al., 1996; Wenzler et al.,

1997; Lo et al., 1999; Stevens et al., 1999). The probability, P(n), of an attachment

representing n linkages follows a defined, Poisson distribution, making it possible

to extract the n ¼ 1 case from a large number of rupture force measurements (Lo

et al., 2002). Feedback mechanisms are also employed to control impingement on

the sample thereby insuring each approach and retraction cycle has the same

magnitude and history of contact force (Evans, 2001). This is especially important

when making measurements with biomolecules secured to monolayers that can

easily deform on contact to produce various contact areas and configurations, and

ultimately different numbers of attachment (Evans, 2001).

Although successful dynamic force spectroscopy experiments have been

carried out on a single force measuring instrument (AFM) with a range of loading

rates from 100–5000 pN s21 (Yuan, 2000), due to the exponential relationship

between kinetic rates and barrier energies (discussed above), dynamic force

spectroscopy is optimized when collecting force measurements over a range of

loading rates that are different by orders of magnitude. This can require the use of

several force measuring techniques including laser/optical tweezers for slow

loading rates 1–10 pN s21, a biomembrane force probe (BFP) for intermediate

rates (10–1000 pN s21) and AFM for fast loading rates (104–106 pN s21)

(Evans and Ritchie, 1997).

I. RELEVANCE OF DYNAMIC FORCE SPECTROSCOPY

TO BIOLOGICAL –INORGANIC INTERFACE

Techniques to extract energy information from force spectroscopy were

developed primarily using the biotin–(strept)avidin system (Moy et al., 1994a;

Evans and Ritchie, 1997) due to its relevance to biological systems, non-covalent

nature, high affinity and extensive history of experimentation and study. Since
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then, dynamic force spectroscopy has been applied to other systems, primarily

non-covalent and biological in nature. These include DNA base pair interactions

(Strunz et al., 1999), unfolding of muscle protein domains (Rief et al., 1997a),

antibody–antigen interactions (Schwesinger et al., 2000) and lipid anchoring in

membranes (Evans and Ludwig, 2000) to name a few. Grandbois et al. (1999)

also made an attempt at using the dynamic force spectroscopy concept to measure

the strength of a single covalent bond. Although they produced values for only

one loading rate due to the difficulty of collecting individual covalent interactions

(H. Gaub, personal communication). Their calculation of rupture force

probabilities based on dynamic force spectroscopy methods allowed them to

identify the covalent attachment being terminated as a Si–C bond.

Applying dynamic force spectroscopy concepts to AFM data collected on

environmental systems has great potential to provide new insight on the

interaction energetics and bond chemistry associated with biogeochemical

interfaces. This is, in part, because experimental data collected at the molecular

level to describe surface reactions between single biomolecules and mineral

surfaces is lacking. Traditionally confined to computer simulation (Cygan, 2001),

dynamic force spectroscopy now affords a unique, direct examination of energy

landscapes associated with some of the non-covalent mechanisms (e.g.,

H-bonding) assumed to initiate sorption reactions between minerals and ligands

(Holmen and Casey, 1996), the possible ionic or covalent binding of a metal in a

mineral surface associated with dissolution (Stumm, 1992), reversible and

non-reversible adhesion states of colloids or cells to a surface (Absolom et al.,

1983; Ryan and Elimelech, 1996; Ryan and Gschwend, 1994), mineral and

or metal recognition of a mineral structure by membrane bound proteins

(Lower et al., 2001a).

Perhaps, the true advantage of using dynamic force spectroscopy is realized

when used in a comparative framework, for example, dynamic force spectra of

cell or biomolecule–mineral interaction before and after structural and functional

changes in either (1) the cell surface (e.g., via altered gene expression due to

imposed environmental conditions) or the biomolecule (e.g., via point mutations

in proteins, functional group substitutions/inactivation in ligands) or (2) the

mineral via metal substitution or by comparing isostructural mineral equivalents

or different crystal growth faces. Changes in slopes of the dynamic force spectra

resulting from structural modifications can provide clues as to which proteins,

functional groups or even crystallographic constraints contribute to surface

complex stability or specific activation barriers to binding or detachment.

Concomitant correlation of force values with independently determined

thermodynamic parameters can also provide insight as to whether a surface

attachment or detachment or metal extraction is enthalpy driven or entropically

dominated. And as seen above, a common theme when using dynamic force

spectroscopy is to supplement and validate characteristics of a particular energy

landscape with mechanistic information derived from computer simulations.
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The role of these simulations is anticipated to be just as important when applying

these techniques to biogeochemical systems.

IV. FORCES AT THE BIOMOLECULE–MINERAL
INTERFACE

Organic ligands produced by microorganisms such as low molecular weight

organic acids and siderophores have the potential to greatly impact the

geochemistry and ecology of soil environments (Stone, 1997; Hersman, 2000).

These ligands interact with mineral surfaces to form a critical interface that has

implications on biological nutrient/metals acquisition, control of metal toxicity or

even ecological competition (Bossier et al., 1988; Stone, 1997; Neubauer et al.,

2000; Brantley et al., 2001; Kraemer et al., 1999, 2002). Ligands enter into

sorption and desorption reactions with minerals that enhance dissolution or

surface passivation, mediate contaminant mobility, or alter the charge character

of the mineral surface (Barker et al., 1997; Stumm, 1992). As a result this

interface has been studied extensively with bulk experiments and sorption studies

(e.g., Kummert and Stumm, 1980; Ludwig et al., 1995; Yao and Yeh, 1996), and

with surface sensitive techniques such as XPS (Kalinowski et al., 2000), and

Fourier Transform Infrared (FTIR) Spectroscopy (Hansen et al., 1995; Holmen

et al., 1997). Key to sorption and desorption reactions between ligands and

minerals, however, are the forces that bring the ligand into and out of contact with

the surface. Such forces are dependent on the charge character, structure and

reactivity of the ligand, the mineral surface and the intervening solution.

Characterization of these forces using force microscopy holds great potential to

complement information from the existing methodologies listed above in

addition to providing new insight on how ligands interact and coordinate with

mineral bound metals.

In pioneering work, activation of an AFM tip with a specified chemistry

was carried out to examine the biotin–avidin interaction (Florin et al., 1994;

Lee et al., 1994b). Florin et al. (1994) sorbed biotin (an organic ligand) to an

AFM tip, and probed a surface coated with the protein receptor avidin. Force

measurements of this high affinity ligand–receptor system showed a positive

correlation between the elementary quantized adhesion forces detected with

an autocorrelation analysis and the thermodynamic binding affinities.

Specifically, biotin adhesion to the avidin substrate measured 160 pN,

while iminobiotin, which contains a nitrogen substitution in place of an

oxygen and has a lower binding affinity, exhibited adhesions closer to 85 pN.

Several force spectroscopy studies of the biotin system followed (Moy et al.,

1994a, b; Chilkoti et al., 1995; Wong et al., 1999; Lo et al., 2002), along with

other force investigations of biomolecules, including examination of: interactions
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between antibodies and antigens (Dammer et al., 1996; Hinterdorfer et al., 1996;

Schwesinger et al., 2000); enzyme activity (Fiorini et al., 2001); proteoglycans

(Dammer et al., 1995); observations on the stretching of polysaccharides (Rief

et al., 1997b; Marszalek et al., 1998) and muscle proteins (Rief et al., 1997a); and

the hybridization of oligonucleotides (Lee et al., 1994a; Mazzola et al., 1999).

Simple functional groups have also been covalently attached to AFM tips in order

to explore more fundamental interactions, such as the forces between methyl,

carboxyl or methyl–carboxyl pairs (Frisbie et al., 1994; Noy et al., 1997).

Specifically, this technique, termed chemical force microscopy (CFM), was used

to identify the nature of the interacting force (H bond, van der Waals,

electrostatic), characterize surface energies and charge distributions, and

generate force maps that showed the spatial arrangement of simple functional

groups or hydrophobic regions on a monolayer or surface, sometimes with

nanometer resolution (Noy et al., 1997).

Collectively, these studies provide a foundation, which allows the application

of force spectroscopy to additional, more complex, natural systems, such as the

ligand/biomolecule–mineral interface that is characteristic of soil environments.

Indeed the same forces (e.g., H-bonding, hydrophobic/hydrophilic forces, the van

der Waals force, steric forces, non-specific and specific interactions) that allow

molecular recognition between biomolecules are also present in ligand mineral

interaction (Israelachvili, 1992; Stumm, 1992). However, to our knowledge, only

two studies, one of which is summarized below, have probed ligand interaction

with a mineral surface using force microscopy (Kendall and Hochella, 2003;

Kreller et al., 2002). A discussion of this burgeoning application begins with a

description of protocols enabling linkage of a ligand to an AFM tip.

A. LIGAND LINKAGE SCHEMES

Devising a suitable linkage scheme to attach the ligand of interest to the AFM

probe can present a significant challenge. Each scheme should be appropriately

tailored to the relevant experimental goal; however, the following summarizes

general considerations. Successful linkage will provide a strong (e.g., covalent or

stronger than the interaction of interest), reproducible bond between the ligand

and the tip while avoiding non-specific interactions associated with the cantilever

material, tip or linker molecule (Wagner, 1998; Fiorini et al., 2001).

Simple ligands such as carboxylate and phosphate groups are commonly

linked as terminations of alkylthiol monolayers that coat the tip (Noy et al., 1997;

Kreller et al., 2002). The ampiphilic molecules of the monolayer not only

provides an anchor for the ligand but also serves as a spacer, providing separation

between the ligand and the tip material thereby reducing non-specific

interactions. Larger ligands and proteins that contain either a free amino or

carboxyl group may be attached using an active ester technique commonly used
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to couple two proteins (Cheung et al., 2000; Fiorini et al., 2001; Hinterdorfer

et al., 2002; Kendall and Hochella, 2003). In the presence of a carboxyl group,

1-Ethyl-3-(3-Dimethylaminopropyl) carbodiimide (EDC) together with N-hydro-

yxsuccinimide (NHS) will form a stable, hydrolysis resistant, active succinimidyl

ester that readily forms a peptide bond with an available amino group (Grabarek

and Gergely, 1990). Note that the position of the amino and carboxyl groups can

vary with one being supplied as a self-assembling monolayer (SAM) terminal

group on the tip and the other contributed by the molecule to be attached, or vice

versa. Other linkage protocols employ polyethylene glycol (PEG) as a cross-

linking spacer that is terminated with various functional groups such as

pyridildithiopropionate (PDP). PDP coordinates with thiol groups and nitrilo-

triacetic acid (NTA) which, in combination with various divalent metals, binds to

consecutive histidine residues (Kienberger et al., 2000; Schmitt et al., 2000;

Hinterdorfer et al., 2002). One advantage in using PEG-NTA-Me2þ-His linkage

system is that selection of the divalent metal (Cu2þ, Co2þ, Ni2þ) permits control

of the binding force, and, to a certain extent, the probability of the linkage. In

addition, the NTA-Me2þ-His bond is easily reversible, such that it can be

terminated with the use of EDTA, and then regenerated with the reintroduction of

the free metal (Schmitt et al., 2000). Other workers propose attaching ligands or

molecules via carbon nanotubes that extend from the AFM tip (Wong et al.,

1998a, b, Hafner et al., 2001). This provides ideal spacing between the molecule

and the tip, but more importantly, drastically increases the resolution of the force

spectroscopy (and imaging) due to the nanotube’s extremely small radius of

curvature compared to a traditional Si3N4 tip. Because nanotubes can only be

functionalized at the end termination of the carbon lattice this also places an

important constraint on the orientation and localization of the molecules being

linked. As a result, the probability of capturing a single molecule interaction is

increased, especially when working with lower molecular weight molecules.

It is important that the linkage must not directly interfere with the activity of

the ligand (Fiorini et al., 2001), and thus, electron donor functional groups should

be protected during the linkage reaction. Kendall and Hochella (2003)

accomplished this by inserting a metal (Al3þ) into the ligand (azotobactin)

structure to occupy and protect the chelating groups, while carrying out the

linkage reaction. Once attached to the tip, the azotobactin was reactivated by

removing the Al with high concentrations of a competing ligand (EDTA), a

process that was monitored in a test solution with UV–vis spectroscopy (Fig. 6).

Unfortunately, inherent to fixing a molecule to a surface is a reduction in the

degree of freedom afforded to the molecule’s conformation. This can result in an

alteration or loss of chelation or ligand activity and should be considered. To this

end, control activations are often run in parallel to tip activations, where

monolayers, linker molecules and the biomolecule of interest are reacted with

a flat, Si3N4 or SiOH substrate (Fiorini et al., 2001; Hinterdorfer et al., 2002).

Similar in composition to the tip, the flat test substrates serve as a proxy for
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tip that are readily probed with AFM imaging, fluorescence and confocal

microscopy, surface plasmon resonance (SPR) and various enzyme and ligand

assays in an effort to assess the success of the linkage reaction; estimate coverage,

density and footprint area of the monolayer-biomolecule construct; and evaluate

activity retention in the immobilized biomolecule (Fiorini et al., 2001).

B. SIDEROPHORES AND OXIDE SURFACES

Kendall and Hochella (2003) collected force signatures between a ligand

(siderophore) and two mineral bound metals (Fe(III) and Al(III)) in an attempt to

examine the mechanism of siderophore-mediated dissolution of oxide surfaces.

Siderophores are ligands produced by microorganisms to assimilate the essential

nutrient ferric iron, in spite of its extreme insolubility in near surface,

circumneutral environments. The aqueous chemistry of siderophores has long

been studied (Winkelmann, 1991), and it is recognized that their effectiveness in

acquiring iron, can, in part, be attributed to a thermodynamic binding affinity for

Fe(III) (aq) that has a magnitude above that for other metals, including Al(III).

Only recently, however, it was recognized that, in addition to the formation of

stable, aqueous iron complexes, siderophores can release iron from minerals

(Seaman et al., 1992; Watteau and Berthelin, 1994; Hersman et al., 1995;

Holmen and Casey, 1996; Liermann et al., 2000; Maurice et al., 2000).

The mechanism of this release, however, is not clearly defined.

Force microscopy of the pyoverdin type siderophore azotobactin interacting

with iron and aluminum oxide surfaces showed a unique relationship between

Figure 6 UV–vis spectra showing the transition of Al into and out of the azotobactin (Azb)

structure; corrected for dilution. Upon the addition of Al to the system a characteristic shoulder

appears in the spectra. This shoulder could be eliminated with high concentrations of EDTA. A similar

process was employed to protect and then regenerate the azotobactin chelating groups during linkage

of the siderophore to a hydrazide terminated AFM tip (see Kendall and Hochella, 2003).
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ligand–metal affinity and adhesion forces (Kendall and Hochella, 2003).

Average adhesion forces between azotobactin and goethite (a-FeOOH) at pH 7

were 2–3 times the value between azotobactin and goethite’s isostructural

Al-equivalent, diaspore (a-AlOOH) (Fig. 7a). A similar force relationship was

also observed between the trihydroxamate siderophore deferoxamine (DFO) and

each oxide surface (Fig. 7b). Control experiments where each mineral surface

was probed with a SAM coated tip lacking the azotobactin molecule produced

force signatures that were almost identical, indicating the distinction in the force

signature between diaspore and goethite could be attributed to the presence of the

azotobactin on the tip.

Force measurements collected under various solution conditions (e.g., pH,

ionic strength and soluble iron concentrations) and at different sample locations

on the mineral extended the characterization of the ligand–mineral interaction

and helped identify the source of discrepancy in adhesion values associated with

each oxide. As a first guess, it could be hypothesized that the forces of interaction

Figure 7 Force spectra showing the interaction of two siderophores (a) azotobactin and (b)

deferoxamine (DFO) with goethite (FeOOH) and diaspore (AlOOH) surfaces. Note the large increase in

the adhesion force between each siderophore and goethite and versus the adhesion value for diaspore.
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are dominated by an electrostatic component; and that the difference in the

adhesion values between diaspore and goethite, simply reflects variation in the

charge character of each mineral. Although point-of-zero-charge (pzc) literature

values for goethite (pzc 7–9) and diaspore (pzc 7–8) are similar, suggesting both

should be neutral or slightly positively charged (Cornell and Schwertmann, 1996;

Kosmulski, 2001), it is possible that our model system deviates from pristine

charge conditions, such that the goethite is positive and the diaspore is slightly

negative. With a net negative charge predicted for azotobactin at pH 7 (pKa

hydroxycarboxylate ¼ 4–5; Telford and Raymond, 1996), this could result in a

larger adhesion force for goethite presumably due to a stronger electrostatic

interaction. Measurements at lower pH and different sample locations, however,

suggest otherwise. At pH 3.5, far from the pzc value of each mineral, and where

the azotobactin is anticipated to be neutral, the same 2–3-fold increase in

adhesion values is observed. Moreover, the azotobactin-goethite/azotobactin-

diaspore force relationship remained intact when comparing adhesion distri-

butions representative of different sample locations on each mineral surface,

where anomalous charge distributions and changes in microtopography are

expected. Overall, similar to observations made with the biotin ligand system

(Moy et al., 1994a; Chilkoti et al., 1995; Izrailev et al., 1997), adhesion values

upon retraction appear to be relatively independent of protonation equilibria, and

may reflect a specific interaction between the siderophore oxygens and the metal

contained in each mineral. The discrepancy in adhesion for goethite versus

diaspore can then be explained by differences in the electronic character of each

metal (e.g., Fe(III) versus Al(III)), where the more electronegative ferric iron will

behave as a harder acid with a higher affinity for the oxygens. In additional

experiments with goethite only, this surface affinity was readily disrupted with

the addition of soluble iron (Fig. 8). Here, increased [FeCl3(6H2O] (pH 3.5) led to

a saturation of the ligand as the soluble iron out competed the mineral iron for the

siderophore oxygens, resulting in lowered adhesion values.

This does not discount an electrostatic component to the azotobactin–oxide

interaction. Indeed, decrease in the jump to contact distance with increasing ionic

strength thought to reflect a collapse in the double-layer associated with the

mineral surface (Noy et al., 1997; Lower et al., 2000), confirms the effect of

charge, especially upon approach. Instead, force evidence suggests a balance

between electrostatics dominating the approach and more specific interactions

directing surface adhesion; a scheme that is embodied in the following

observation — goethite force signatures at pH 7 often show a long range,

electrostatic repulsion on approach that was equal to or significantly lower in the

diaspore signatures; yet, the goethite adhesion force averaged 3.81 nN compared

to 1.38 nN for diaspore.

Force data also provided information on which azotobactin functional groups

might be important in the interaction. Distinctive plateaus were commonly

observed after retracting the tip ~6–7 nm from the surface (Fig. 9). These features
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Figure 8 Plot showing decrease in azotobactin–geothite adhesion forces with increasing concentrations of added soluble iron (FeCl3 6H2O). Measurements

were collected at pH 3.5 to minimize the precipitation of solid iron phases upon the addition of the iron chloride. Taken from Kendall and Hochella (2003).
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Figure 9 Plateau feature common in many retraction curves while probing oxide surfaces with an azotobactin activated AFM. It is suggested that this feature

may represents the extension of the azotobactin and linker molecule during separation from the mineral surface as shown in the inset (not to scale). Also shown in

the inset is the geometry of the linkage of the siderophore to the tip. Modified from Kendall and Hochella (2003).
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are thought to represent the energy absorption associated with the combined

extension and stretching of azotobactin’s polypeptide chain and the molecule used

to link the ligand to the tip. Using an approximation of 0.38 nm amino acid, a quick

calculation shows that azotobactin’s fully outstretched length of ,3.8 nm,

together with an additional 3 nm from the linker molecule gives a value that is

close to the 6–7 nm observed in the force signatures. This distance, then, requires

that azotobactin’s terminal homoserine group serves as an anchor to the surface,

providing a strong, persistent link in the interaction. This coincides with other

reports that, in aqueous systems, the adjacent hydroxamate group initiates

chelation (Telford and Raymond, 1996; Albrecht-Gary and Crumbliss, 1998).

Additionally, considering its terminal position on the molecule, it is feasible that

the homoserine group is a dominant component during surface interaction.

Finally, these force microscopy results give cause to reassess the role of large

ligands, such as azotobactin, in dissolving minerals. Instead of serving as an Fe

shuttle between smaller ligands that interact with the surface and the cell, the

force evidence demonstrating azotobactin’s strong surface affinity presents a

distinct possibility of the relatively large molecule entering into a strong, stable

complex with the mineral. As seen above, the force data also allow comment on

the nature of the association with the surface. Steric constraints imposed by

ligand size, structure and conformation, together with the limited access to an

iron atom contained on a mineral surface, would certainly preclude the

hexadentate coordination characteristic of the siderophore-aqueous complex

(Holmen and Casey, 1996; Hersman, 2000; Cocozza et al., 2002). Instead,

plateau features in the retraction curves suggest a strong coordination formed

by a single oxygen pair that terminates the azotobactin molecule as one

possibility. Recent, ongoing MD simulations, in collaboration with U. Becker

(University of Michigan), confirm this possibility, as well as the extended

dimensions of the azotobactin-linker construct. Interestingly enough, however,

simulations reveal that the spacing between the two, chelating hydroxamate

oxygens is sufficient to allow individual coordination with neighboring irons in

the goethite structure (Fig. 10). Siderophore–oxide interaction continues to be

examined with molecular dynamic simulation as well as dynamic force

spectroscopy.

V. FORCES AT THE BACTERIUM–MINERAL
INTERFACE

A. FORCE MICROSCOPY TECHNIQUE USING WHOLE CELLS

The fundamental forces between a bacterium and mineral surface are central

to understanding the intricacies of interfacial phenomena such as bacterial
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adhesion to minerals and dispersal in the environment (van Loosdrccht et al., 1989;

Fletcher, 1996), mineral growth and dissolution (Myers and Nealson, 1988;

Hiebert and Bennett, 1992; Schultze-Lam et al., 1992; Roden and Zachara, 1996;

Fortin et al., 1997), biofilm formation (Lawrence et al., 1991; Davies et al., 1998),

Figure 10 Molecular model of azotobactin (with linker molecule) interacting with a goethite

surface. Simulations were completed using Cerius2, Accelrys, Inc. Arrows point to terminal

hydroxamate group oxygens interacting and coordinating with irons (balls) in the lattice. Note the

spacing of the siderophore oxygens allow for “bonds” (i.e., Fe–O distances ,2.1 Angstroms) with

neighboring irons. With this coordination, the cross-distance between a siderophore oxygen and an

iron diagonally across is over 3 Angstroms.
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and bacterial affinity for or recognition of specific mineral surfaces (Ohmura et al.,

1993; Fleminger and Shabtai, 1995; Bhosle et al., 1998; Dziurla et al., 1998;

Edwards et al., 1998). A myriad of physicochemical interactions occur at

biological–mineral interfaces in nature, due to (1) the mosaic of spatially discrete

macromolecular cell wall structures on bacteria, (2) the dynamic nature of these

structures, and (3) the diversity of mineral surface functionality, topography, and

crystallography (Lower et al., 2000). As discussed above in section II, these

interactions are expected to be governed by the cumulative effects of

intermolecular forces (Israelachvili and McGuiggan, 1988; Israelachvili, 1992;

Kendall, 1994; Butt et al., 1995; Fletcher, 1996; Gay and Leibler, 1999).

However, acquiring even an elementary appreciation of these forces presents a

daunting challenge, primarily due to the minute scale at which these interfaces

must be probed, and the difficulty in developing a technique that preserves the

natural intricacies of the bacterial surface (Lower et al., 2000).

Measurement of fundamental forces between whole bacterial cells and

inorganic phases can be conducted in one of two ways with force microscopy.

The first involves “fixing” cells to a solid substrate (e.g., a glass slide) and

probing these cells with a force-sensing cantilever. The simplest setup makes use

of the sharp tip that is integrated into most force microscopy cantilevers (see

above). In many instances, however, this is not ideal because these tips are not

well constrained with respect to their geometry and/or area of contact. As shown

in section II, this greatly influences force measurements thereby making it

difficult to compare measured data to theoretical force models, and impedes the

comparison of data collected with different tips. To overcome the limitations

imposed by using a sharp tip, Ducker et al. (1991) devised a simple yet ingenious

solution. They created a “colloidal tip” by attaching a glass bead to the end of a

force-sensing cantilever. This bead was then used to probe a flat silicon surface

(Ducker et al., 1991, 1992), although such a “colloidal tip” could also be used to

probe microbial cells on a glass surface. A number of companies, such as Duke

Scientific Corporation, Polysciences Incorporated, and Bangs Laboratories

Incorporated, sell spheres ranging in size from nanometers to micrometers.

A major drawback to this scenario, however, is that it limits the inorganic phases

that can be utilized to those materials commonly used to make tips (e.g., silicon

and silicon nitride) or beads (e.g., plastic and glass). With the exception of silica

(e.g., glass beads), minerals or other inorganic phases cannot be attached to a

force-sensing cantilever. Therefore, interactions between bacteria and minerals

much employ another technique. That is, the cells must be linked to the force-

sensing cantilever, which is then used to probe a particular face on a mineral

crystal or other surface.

The first cell to be linked to a force-sensing cantilever was a large mammalian

cell (Antonik et al., 1997). This cell was not actually “attached”, rather it was

induced to grow on the cantilever. The researchers conducting this experiment

were not interested in measuring forces, which was fortunate because cells grew
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on both the top and bottom surfaces of the cantilever. Hence, the cell growth

would have affected not only the spring constant of the lever, but it would also

alter the optical lever detection system. Nonetheless, this opened the door to a

number of other protocols of linking cells to a force microscope cantilever.

It is a difficult challenge to link microbial cells on the order of 1 mm to the end

of a cantilever. Early attempts relied on the attachment of cells that had been

chemically fixed or treated with harsh chemicals (e.g., gluteraldehyde) (Razatos

et al., 1998a, b). While these investigations produced some very intriguing force

measurements, this type of linkage protocol is often undesirable because the cells

are killed in the process. Further, chemicals such as gluteraldehyde are known to

denature proteins and other macromolecules. Another method was developed that

allowed the force-sensing cantilever to support bacterial cells in a living, native,

fully functional state — thereby creating “biologically active force probes”

(Lower et al., 2000, 2001b). A polycationic linker molecule (e.g., aminopropyl-

triethoxysilane or polylysine) can be used to link living bacteria to a small glass

bead that is then attached to the cantilever, or the bacteria can be linked directly

onto the cantilever itself (Lower et al., 2001b). Polycationic linkers work well

because many bacteria are negatively charged over a wide range of pH

conditions. Hydrophobic molecules (e.g., octadecyltrichlorosilane) are also

attractive linkers because many microorganisms have hydrophobic surfaces.

Techniques similar to affinity chromatography (e.g., see Pleuddemann, 1991;

Egger et al., 1992; Rezania et al., 1999) may be employed to design tailor-made

linker molecules (e.g., ligand–receptor or antibody–antigen) that work on

virtually any bacterial species. The use of polycationic linkers, or similar

molecules, preserves the natural conformation, structure, and function of the

macromolecules on the microbial surface. When live cells are used (i.e., a

biologically active force probe), force measurements may be collected under

different physiological or environmental conditions in real time (Lower et al.,

2000, 2001a, b). Finally, for larger microbial cells such as yeast or fungal cells,

the “colloidal tip” technique (see above) can be used to glue a single cell to the

end of a cantilever (Bowen et al., 1998b).

Using these techniques, a number of groups have used force microscopy to

measure intermolecular forces at the bacterium–mineral interface (Ong et al.,

1999; Bowen et al., 1998a; Razatos et al., 1998a, b; Bowen et al., 2000a, b;

Camesano and Logan, 2000; Lower et al., 2000, 2001a, b). In our laboratories, we

have used biological force microscopy (Lower et al., 2000) to measure

intermolecular forces between living bacteria (e.g., E. coli, Burkholderia

cepecia, and S. oneidensis) and inorganic phases (e.g., muscovite, goethite,

diaspore, graphite, and glass) in solutions of varying ionic strength, pH, and

oxygen concentration (Lower et al., 2000, 2001a, b). Below we will examine the

force–distance relationships at the E. coli–muscovite and S. oneidensis–goethite

interfaces. We will concentrate on the forces measured upon approach of a

bacterium towards a mineral in the case of the former. For the latter system
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(i.e., S. oneidensis–goethite), we will explore forces measured as the two

surfaces are pulled apart or retracted from one another.

B. FORCES BETWEEN ESCHERICHIA COLI AND MUSCOVITE

Figure 11 shows the interaction between E. coli and the (001) surface of

muscovite as the sodium chloride (NaCl) solution was exchanged five times

between low (,1025 M) and high (~102l M) ionic strength. While both

approach and retraction forces were measured, shown in Fig. 11 are only the

forces detected upon approach of the mineral towards living cells on a

biologically active force probe. At low ionic strength, repulsive (positive sign)

forces were detected at a separation of approximately 100 run. This repulsive

interaction increased exponentially (see below) to a maximum value of ,30–

35 nN at contact. At high ionic strength, the magnitude of repulsion was

significantly less as was the range of separation over which force interactions

took place. The two surfaces did not “feel” one another until they were within

15–20 nm of separation. As with the measurements at low ionic strength, an

exponential force appears to dominate at high ionic strength. It is important to

note that these data shown in Fig. 11 span the entire range of measurements for

literally hundreds of force–distance curves taken as a solution was exchanged

Figure 11 Force–distance relationship between the basal plane surface of muscovite and E. coli

in solutions of high (open symbols across lower portion of figure) or low (closed symbols across upper

portion of figure) ionic strength. Shown for each solution condition are five data curves that span the

entire range of measurements for literally hundreds of force-distance curves. The lines correspond to

the DLVO model prediction at high (dotted) or low (solid) ionic strength. Repulsive forces have a

positive sign; whereas attractive forces have a negative sign. Only those forces measured upon

approach of the mineral towards the bacteria are shown. See text for discussion.
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several times between high and low ionic strength. Hence, the measurements are

reproducible.

Results can be interpreted with the so-called DLVO theory (Derjaguin and

Landau, 1941; Verwey and Overbeek, 1948). This theory describes forces (F) as

a function of the distance (D) (e.g., between a bacterium, treated as a sphere and a

mineral, treated as a flat plane) as the sum of the electrostatic and van der Waals

forces (Ducker et al., 1991; Israelachvili, 1992; Butt et al., 1995; Muller and

Engel, 1997):

FDLVOðDÞ ¼ FelectrostaticðDÞ2 FvdwðDÞ ¼
4psbacteriasmineralR

110k
e2kD 2

HaR

6D2

where s is the surface charge density (C m22), R is the radius of a cell (or in this

case the radius of the bacteria coated bead attached to the cantilever), 1 is the

dielectric constant of water (78.54 at 298 K), 10 is the permittivity of free space

(8.854 £ 10212 C2 J21 m2l), k is the inverse Debye length (Debye length

,1 nm at 102l M and ,100 nm at 1025 M; see above), and Ha is the Hamaker

constant. For the model results plotted in Fig. 11, Hamaker’s constant was

10221 J (Vigeant et al., 2002); surface charge density of the bacterium was

estimated using Eq. (3) as 20.001 or 20.04 C m22 at low or high IS,

respectively (surface potential measurements were taken from Camesano and

Logan (2000), Ong et al. (1999) and Vigeant et al. (2002), and the surface charge

density of the mineral was estimated using Eq. (3) as 20.004 or 20.2 C m22 at

low or high ionic strength, respectively (surface potential measurements were

taken from Ducker et al. (1992) and Ong et al. (1999)).

Figure 11 compares the measured forces with those predicted by DLVO theory.

Ionic strength (approx. 102l versus 1025 M) appears to have a strong effect on the

interactions between E. coli and muscovite. This is because higher salt

concentrations cause the electrostatic double-layer to become thinner (i.e.,

surfaces cannot “feel” one another until they get very close). Further, the increased

concentration of counter ions at high ionic strength effectively screens the

negative charges on both surfaces, thereby resulting in smaller magnitude forces

of repulsion. These particular measurements are fairly consistent with DLVO

theory. However, there are some important discrepancies. For example, at low

ionic strength the attractive van der Waals force is expected to dominate the

interaction at separations less than 5 nm. However, measurements reveal that E.

coli and muscovite do not exhibit attraction even at the closest approach. Indeed,

adhesion forces were not detected when E. coli and muscovite were forced

together and subsequently pulled apart at low ionic strength (Lower et al., 2000).

This suggests that electrostatic and/or other repulsive forces (e.g., solvation

interactions) dominate this particular interaction.

Many other force measurements conducted in our laboratories, suggest that

electrostatic and van der Waals forces are not the only intermolecular forces at

the bacterium–mineral interface (S. Lower, unpublished results). Others have
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attempted to invoke extended-DLVO models to explain deviations from purely

van der Waals and electrostatic forces and fit model predictions to measurements

(see e.g., Ong et al., 1999; Camesano and Logan, 2000). While these

investigations may be valid, one needs to remember that force models are

sensitive to the geometric shapes of interacting particles as well as the roughness

of surfaces and contact area (Israelachvili, 1992) all of which are difficult to

rigorously define or control for minerals and cells with biopolymers. Further,

DLVO was developed to describe the phenomena between inanimate particles

rather than living cells that have exquisite control over the expression of surface

macromolecules. Seemingly simple concepts such as “contact” become difficult

to define for cells having polymers of varying length, which extend for some

distance beyond the cell wall. Further, living cells and/or surfaces with polymers

are expected to show a time dependent adhesion (measured by Lower et al.,

2001a) as biopolymers diffuse into the cell wall and reorient with respect to

another surface (Beveridge, 1999; Leckband and Israelachvili, 2001). The true

value may not be in whether a model perfectly fits data, but the most definite

answer comes when the measurements contradict the theory, thereby disproving a

particular construct and suggesting that other forces are responsible for a

particular bacteria–mineral interaction. As stated by Oreskes et al. (1994)

scientific investigations are at their best when one combines experimental

measurements and model predictions to challenge existing formulations. Hence,

there is a great need to test such models by comparing theories to precise force

measurements using “model” microorganisms and minerals. Only then will we be

able to understand how all of the various intermolecular forces (e.g., electrostatic,

van der Waals, hydration, hydrophobic, and steric interactions) govern

interactions at the bacterium–mineral interface.

C. FORCES BETWEEN SHEWANELLA ONEIDENSIS AND GOETHITE

OR DIASPORE

The forces required to pull the mineral and bacteria apart (i.e., retraction data)

are not shown in Fig. 11. In fact, a very strong adhesion force was detected

between E. coli and muscovite, but only at high ionic strength (Lower et al.,

2000). Aside from being a notable example of a situation that DLVO theory often

cannot explain, retraction data provide an immense amount of information about

the adhesive strength and structural properties of specific biopolymers on a cell’s

surface. Recently, we interpreted these retraction data for studies of bacterial

adhesion and electron transfer reactions between S. oneidensis (a dissimilatory-

iron-reducing-bacteria) and the minerals goethite (FeOOH) or diaspore

(AIOOH) under aerobic and anaerobic solution conditions (Lower et al.,

2001a; Lower et al., 2002). S. oneidensis is capable of using either oxygen or

ferric iron in the crystal structure of iron oxyhydroxides as a terminal electron
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acceptor (Nealson and Saffarini, 1994). We used force microscopy to determine

whether a microorganism could discriminate between two very similar minerals

(diaspore and goethite) under anaerobic conditions, when electron transfer is

expected to occur between S. oneidensis and iron containing minerals.

A mineral crystal, mounted on a piezoelectric scanner, approached live bacteria

on a biologically active force probe at a rate that was comparable to the natural

velocity of motile bacteria. Once contact was established, the two surfaces were

pulled apart resulting in retraction data. Figure 12 illustrates the retraction profile

for S. oneidensis and goethite versus diaspore under anaerobic or aerobic

conditions (Lower et al., 2001a). The intricate details of these curves and the entire

data set provide valuable information about intermolecular forces and structures

at the bacterium–mineral interface. Initially the entire retraction data were

characterized by integrating the force with respect to distance. This provided

quantitative energy values associated with adhesion. The retraction curves were

further analyzed by the worm-like chain model (see above) to establish a

correlation between specific bridging polymers and unique signatures in the

retraction curves.

Energy values determined from retraction curves similar to those shown in

Lower et al. (2001a) revealed that S. oneidensis had a higher affinity for diaspore

(versus goethite) under aerobic conditions (Lower et al., 2001a). However, under

anaerobic conditions the bacteria exhibited a significant increase in affinity for

goethite (see Lower et al., 2001a); whereas the adhesion energy for diaspore was

indifferent to oxygen concentrations (Lower et al., 2001a). The attractive energy

between S. oneidensis and goethite was 30 aJ (aJ ¼ 10218 J) and 130 aJ under

aerobic and anaerobic conditions, respectively. Further, the energetic affinity

between goethite and S. oneidensis also increased with contact time under

Figure 12 Measured force-distance (or force-extension) relationship between living cells of S.

oneidensis and diaspore (AlOOH) under anaerobic conditions (solid circles). Interactions with

goethite (FeOOH) under aerobic (“X” symbols), or anaerobic conditions (open squares). Also shown

is the theoretical prediction for the unravelling of a 150 kDa protein that may tether the bacteria to the

surface of goethite (see text). Attractive forces, shown here, have a negative sign. Shown are only

those forces measured as the mineral is pulled away from the bacteria (retraction data). Modified from

Lower et al. (2001a).
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anaerobic conditions. This provided quantitative evidence suggesting that this

microorganism recognized a particular inorganic surface such that it localized

and/or produced biopolymers to mediate contact with goethite under anaerobic

conditions.

This idea was further tested by using a “bridging polymer” model to interrogate

the intricate details (e.g., the saw-tooth pattern) in the retraction data. As shown

above, for the worm-like chain model, linear polymers such as proteins are

expected to unravel according to Eq. (4). According to this model, one needs only

the persistence length and the contour length to describe the force as a function of

the distance a polymer is extended. This model describes a physical process

similar to that which is recorded in the retraction data of force microscopy. A

protein, for example, in the cell wall of a bacterium makes contact with a mineral.

The mineral is then pulled away from the bacterium causing the protein to unravel

until it is completely extended at which point the protein is either ripped from the

cell wall or it breaks free of the mineral surface and recoils into the cell surface.

The outer surface proteins of Shewanella are well characterized. Shewanella

is known to have proteins on its outer membrane that mediate contact with iron

oxyhydroxides (Caccavo, 1999; Caccavo et al., 1997; Das and Caccavo, 2000).

Several of these proteins are putative iron reductases, which are expected to

make physical contact with goethite such that they can transfer electrons across

the organic–inorganic interface (Arnold et al., 1990; Myers and Nealson, 1990;

Myers and Myers, 1992, 1993, 1997; DiChristina and Delong, 1994; Nealson

and Saffarini, 1994; Roden and Zachara, 1996; Myers and Myers, 1998, 2000,

2001). In fact, four putative iron reductase proteins have been characterized

according to their mass and/or genetic sequence (Myers and Myers, 1997, 1998,

2000, 2001, 2002). The worm-like chain model was used to predict the way in

which each of these four proteins (ranging in size from ,50 to 150 kDa;

(Myers and Myers, 1997; Myers and Myers, 1998) would unfold. The molecular

mass of each protein was used to estimate its overall length according to the

following conversion, ,110 Da per amino acid residue (Voet and Voet, 1995).

The persistence length of each amino acid, defined as the distance between two

adjacent Ca, is equal to 0.38 nm (Karlsson et al., 1996; Muller et al., 1999;

Myers and Myers, 2001). As shown in Fig. 12, the saw-tooth pattern at

approximately 500 nm corresponds to the force-extension profile of one of the

four putative iron reductase proteins. This profile was reproducible suggesting

that the cell wall protein was not ripped from the bacterium, but rather retained

its native conformation after multiple extensions. This unique signature was

present only for goethite under anaerobic conditions where it was detected in

,80% of the retraction curves, but only when the bacterium was given some

period of time to make contact with the surface of goethite (Lower et al.,

2001a). This suggests that the bacterium required time to “recognize” the

mineral surface and subsequently create and/or mobilize a specific protein to the

area of contact with goethite.
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VI. FUTURE WORK

On Earth, literally millions of different species of prokaryotes may interact

with any of the thousands of different minerals. An interface is formed at the

junction of a bacterium and a mineral surface that is complex, dynamic, and by its

very nature, nanoscale in size. This is because bacteria are living cells that have

mastered the art of synthesizing fully functional structures (e.g., lipids, proteins,

polysaccharides) and utilizing properties that exist only at the nanometer scale.

The study of the interface between minerals and microorganisms requires a

unique fusion of geomicrobiology and nanoscale science. What are the

fundamental forces that control the binding of a silanol group on a mineral

surface to a carboxylic group in a bacterium’s cell wall? How does the density

and distribution of functional groups on a crystal face influence the way

microorganisms sense mineral surfaces? Do bacteria express specific outer

surface proteins to interact with certain minerals? How do bacteria modulate

forces of interaction between themselves and minerals (or other bacteria) to either

enhance or inhibit adhesion and subsequent biofilm formation? Researchers must

be able to thoroughly explore both sides of the interface (i.e., the bacterium and

the mineral) and the fundamental nanoscale forces in the intervening region to

discover phenomena that exist only in the nanospace between a microorganism

(or microbially produced polymers) and a mineral surface.

As mentioned earlier, application of force microscopy to the biogeosciences is

in its infancy, and there exists many other uses and unexplored possibilities of

force experiments with ligands, microorganisms, and minerals. Structural

elements within a particular biomolecule/ligand may contribute to its ability to

bind to a surface or promote dissolution, or chelate dissolved or mineral bound

metals (Stumm, 1992; Ludwig et al., 1995; Nubel et al., 1996). One can envision

collecting a force signature for a large ligand interacting with a mineral, followed

by collection of spectra associated with several, individual cognate functional

groups associated with the ligand. Comparison of the whole ligand, baseline

spectrum with the individual component spectra could reveal which functional

groups are dominating the interaction with the mineral. Or, a similar process

could be achieved by making force measurements after successive chemical

modification of the original ligand structure. Such modification might include

inactivation of a specific functional group with a residue-specific reactive reagent

(Voet and Voet, 1995), or an amino acid substitution resulting from alteration of

the genes associated with the biosynthesis of the molecule. Again changes in the

force signature with each modification might help determine the critical moieties

contributing to the interaction.

Force maps (Noy et al., 1997) are also possible using ligand activated tips.

Here, the contrast in the map may be supplied by the differential adhesion

between the ligand and various metals that are associated with a surface.
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For example, a map constructed with a siderophore activated tip might show

large adhesions in areas of high concentrations of trivalent metals such as

Fe(III) or Al(III) and lower adhesions for divalent metals such as Cu(II),

Zn(II) or Fe(II). Given the spatial resolution of the AFM, such images could

be useful for identifying contaminant distribution on a surface or pinpointing

impurity concentrations on a mineral growth face, both on a nanometer scale.

CFM is traditionally carried out in a fluid cell (Digital Instruments) that

allows direct observation of ligand–surface interaction under environmentally

relevant conditions with pico- to nanonewton force resolution and a spatial

resolution of tens of nanometers down to potentially the atomic level.

Changes in the forces of interaction with solution composition provide

important information about the structure and charge character of the ligand

and mineral surface, and the nature of the interaction between the two. While

the effect of solution composition (e.g. pH) on ligand sorption can be

monitored with force measurements using a force titration (Kreller et al.,

2002). The sensitivity of this technique also allows small changes in mineral

solubility and associated metal concentrations, pH, and ionic strength to be

detected (Kendall and Hochella, 2003). Given the spatial resolution

mentioned above, this opens up the possibility of using this technique to

detect localized solution micro- or even nanoenvironments associated with a

surface.

Finally, force investigations with living microorganisms are rich with

possibilities. For example, one could measure forces of adhesion using wild-

type stains versus mutants that are incapable of producing specific cell wall

macromolecules. These data may result in unique force signatures characteristic

of particular biomolecules. Force measurements could also be coupled to other

techniques such as confocal scanning laser microscopy. This provides the

potential to collect force measurements concurrent with fluorescence obser-

vations of the distribution and localization of cell wall macromolecules.
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